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ABSTRACT 

Data analytics using machine learning technologies when applied to the energy consumption 

data can provide valuable inputs for maintaining the perfect supply demand balance in a smart 

electrical grid system. In particular, the accurate predictions of energy consumption for future 

periods of time aids significantly in cost-cutting and energy saving for utility companies. 

Making use of the popular method of time-series forecasting and the Artificial Neural Networks 

(ANN) models, here in this paper, one of the variants of the Recurrent Neural Networks (RNN) 

model, the Long Short Term Memory (LSTM) model is applied for household electricity 

consumption forecasting. Real datasets from consumption building are used for experimenting 

the model and applied through Tensorflow platform with the keras functions in Python. The 

results obtained show significantly accurate values in predicting future consumption derived 

from models training with actual values of current consumption. Hence, this work provides yet 

another proof that the LSTM machine learning forecasting methods can be efficiently applied 

for household electricity forecasting. 

 

1.  INTRODUCTION 
 

As an essential part of the SG systems and with the successful operations of the smart metering 

infrastructure in the household communities, there arises a scenario where different types of 

huge volumes of high velocity data is generated. The traditional ways of analysing these data 

does not prove to be useful for these enormous volumes of data which arrives in high 

frequencies from various heterogeneous sources. Hence applying the methods of big data 

analytics which is enriched with techniques like data mining, predictive and statistical analysis, 

artificial intelligence and machine learning approaches achieve the productive decision-making 

results in SGs. Big data analytical solutions can thus be applied to these enormous data from 

the disparate sources of the SG network and meaningful, real-time insights can be derived for 

the energy service utilities and control systems. Therefore, in general, the continuous data 

generated through smart consumer devices can be transformed into meaningful insights thereby 

discovering the necessary knowledge for optimizing business operations which can be 

illustrated as in Fig 1. 
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Fig 1 Relationship between data and business operations 

 

In the geographically distributed systems like SGs with the capability of producing tremendous 

amount of data, the resulting data analytics insights greatly rely on the data processing speed, 

efficiency and accuracy. Hence, the timely computing and processing of data in such systems 

aid in delivering precise decision-making solutions. Considering the huge volume and velocity 

of big data generated from smart device, the data processing is generally carried out as  

 Batch processing – A method of transmitting several sets of large volumes of stored 

data from different sources as a batch for processing, thus enabling more detailed 

analytics results.  

 Stream processing – The data that is transmitted for processing are the information that 

arrives in a short period of time almost resembles that of real time data, providing 

immediate analytical results like fraud detection. 

In the context of smart meters of the SG network, near real-time high-volume data is generated 

by the metering sources, like every few minutes. 

The crucial data for electricity consumption analytics emerge from the consumer side smart 

devices. In the case of Smart electricity Grid systems, the Advanced Metering Infrastructure 

(AMI) plays a major role in generation of smart meter data. Intermediate nodes or data 

concentrators collect the smart meter data from individual households and further transmit that 

to meter data management system (MDMS) which in turn forwards the structured data to the 

analytical servers of the utility centre. Fig. 2 illustrates the various analytical applications 

executed in the utility end of the smart grids that influences business decisions. Forecasting of 

electricity consumption contributes majorly to the reliability and sustainability of smart grid 

systems and aids for an almost perfect balance in energy demand and supply. 
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Fig. 2 Smart Meter Data Analytics [1] 

 

The formal statistical forecast methods depend on the different types of data collected such as  

a) time series data that is collected over constant time intervals,  

b) cross-sectional data that records various entities at a given point of time and  

c) longitudinal data that involves repeated observations of the same entity at different points of 

time.  

Here, in this research work, a forecasting method using time series data is proposed for 

predicting short-term household electricity consumption. The proposed model shows accurate 

prediction results and is executed using Tensorflow / Keras functional API classes. The 

forecasting methods are classified according to the time-period over which the forecasts are 

predicted. This finite time-period is called as the forecasting horizon and can be broadly listed 

as very short term forecasting (VSTF), short term forecasting (STF), medium term forecasting 

(MTF) and long term forecasting (LTF) [2]. Forecasting solutions for time horizons below 

three hours form VSTF models. The typical applications for VSTF include forecasting 

renewable energy resources (RER) like solar and wind power generation [3]. STF is applied 

for applications with time horizon of few days, like grid reliability analysis and dispatch 

scheduling [4]. Solutions like system maintenance, financial risk management using 

consumption and price forecasting uses MTF that has time horizons up to a few months. LTF 

involves horizons up to a few years and applied for solutions like energy generation planning, 

trend analysis for long term, load growth analysis and is illustrated in Fig 3. 
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Fig 3 Classification of forecasting techniques based on time horizons [5] 

 

Accordingly, Table 1 explains the forecasting types based on the time horizons and the 

applications along with the common forecasting technique in each category. 

 

Table 1 Types of forecasting based on time horizons 

Type of forecasting Application Forecasting Techniques used 

Very short-term load 

forecasting (VSTF) 

 

 

Renewable energy 

resources 

forecasting 

Multiple regression 

Exponential smoothing  

Iteratively reweighted least-squares  

Adaptive load prediction Stochastic time series 

Short term 

forecasting (STF) 

Grid Operations ARMA models  

Fuzzy logic  

ANN 

Expert systems 

Medium term 

forecasting (MTF) 

Planning for grid 

operations 

 

ANN 

Particle swarm optimization  

Fuzzy logic  

Hybrid models 

Long Term 

Forecasting (LTF) 

Planning for 

system expansion 

ANN 

Support vector machine 

Fuzzy logic  

Hybrid models 
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Energy forecasting techniques can be largely classified into Statistical methods, artificial 

intelligence (AI) methods and other innovative hybrid methods. The traditional statistical 

methods are simple and use the regression model on historical data collected on a time series 

fashion. Some techniques applied here include autoregressive moving average (ARMA), 

autoregressive integrated moving average (ARIMA) and vector auto regression (VAR). 

Machine learning (ML) methods use either supervised or unsupervised learning patterns from 

existing data and improve on prediction accuracy. The commonly applied ML techniques used 

in demand and generation forecasting include support vector machine (SVM), support vector 

regression (SVR) and Random Forest (RF) models. Deep learning (DL) methods use ANN that 

is defined as a collection of connected nodes in a sequence of layers. The variations in ANN 

methods like Feed forward neural networks (FFNN), back propagation neural networks 

(BPNN), recurrent neural networks (RNN), long short-term memory (LSTM) and 

convolutional neural networks (CNN) are some of commonly used techniques in DL 

forecasting. The ever-changing demand and growth of energy infrastructure, probabilistic 

forecasting methods are also existing to use particularly for RER generation and planning. To 

overcome the limitations of AI based methods, it is a common practice to use hybrid techniques 

with the ML and DL methods in combination with other methods to obtain optimization, 

however with an increase of computational complexity. Fig. 4 shows a brief classification of 

different forecasting techniques that can be applied for energy forecasting. 

 

 

Fig. 4 Energy forecasting techniques 
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2. RELATED WORKS 

Many forecasting methods have been proposed in literature for prediction of electricity 

consumption in household and industry usages. However, in general, machine learning models 

are usually applied for the purpose of load forecasting and electricity demand predictions. In 

[6], the authors have employed four machine learning methods namely Support Vector 

Regression (SVR), Gradient Boosting Regression Trees (GBRT), feedforward neural networks 

(FFNN) and Long Short-Term Memory (LSTM) for short term load forecasting of energy 

consumption in domestic buildings. These are data driven models and were trained merely on 

historical data recorded without external information and the performance measures are 

evaluated. Similarly, the authors in [7] have proposed four machine learning approaches 

namely nearest neighbor model, fuzzy neighborhood model, kernel regression and general 

regression neural network for mid-term load forecasting. These models are based on pattern 

similarity of time series pattern representations, that simplifies the forecasting complexity and 

have been analysed and compared with the classical forecasting models for performance 

metrics of accuracy and ease of optimization. The Prophet model for long term peak load 

forecasting has been investigated in the paper [8] and compared with the Holt–Winters model 

for feasibility, robustness and accuracy using real time data from Kuwait power plants. A 

bottom up approach using stock-and-flow model has been presented in [9] wherein long term 

forecasting of energy consumption of household appliances is proposed. Here, the prediction 

analysis of peak load results in the recommendation of usage of energy efficient equipment and 

standards. In the paper [10], a hybrid deep learning forecast model has been proposed that 

comprises of moving average, long short term memory (LSTM)  and K-fold-correlation to 

provide peak load cost savings. This is achieved by forecasting the maximum load duration 

(MLD) based on time of use (TOU). Similarly using LSTM as a variant of recurrent neural 

network (RNN), a time series forecasting approach is presented in [11], which can be used for 

accurate short term prediction of individual energy consumption of households. Another work 

proposed in [12] also uses LSTM based RNN for accurate short term prediction of electricity 

load forecasting. A three layer LSTM forecasting model has also been proposed in [13] for 

short term electricity usage prediction in individual homes for hourly and daily prediction 

horizons. 

A recurrent LSTM neural networks model is proposed in [14] to forecast short time energy 

load in a 24 hour prediction horizon. Here, the results prove to be successful in forecasting the 

irregular trends in time series along with high insensitivity to external elements. A hybrid 
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model using auto-regressive integrated moving average (ARIMA) and RNN has been 

experimented in [15] wherein the seasonal component modelling technique and trend 

forecasting are used in combination to produce accurate results. A multi step time series load 

forecasting model using LSTM based RNN has been proposed in [16] and results show better 

performance when compared with ARIMA model of forecasting. In [17], an electricity demand 

estimation and long term forecast model has been studied and developed with real time data of 

Turkey using co-integration analysis and ARIMA modelling and proves to be more accurate 

than the current overestimated projections. Another long term electricity load prediction model 

has been successfully experimented in [18] using K-Means clustering and Artificial Neural 

Network (ANN) approach. A hybrid approach in [19] uses the ARIMA model for forecasting 

the linear load followed by the Support Vector Machines (SVM) model for correcting the 

deviation of the former forecast to achieve accurate predictions. A time series approach, 

singular spectral analysis (SSA) has been proposed in [20] for data analysis and forecasting of 

short term load and proves to be efficient in distinguishing and forecasting desired load time 

series. 

 

3. NEURAL NETWORKS BASED FORECASTING 

 
Forecasting using ANN models are widespread in many applications, owing to the reasons of 

non-linear data driven self-adaptive capabilities, learning from existing patterns and forming 

functional relationship between data. The working of the ANN approach for forecasting can be 

summarized as; the sequence of layers contain a collection of interconnected neurons which 

receive the input from other nodes or external stimuli, processes it and produces a transformed 

output. For a time-series forecasting solution, the ANN function mapping can be defined as 

shown in Equation 1 

𝑌𝑡+1 = 𝑓(𝑌𝑡, 𝑌𝑡−1, 𝑌𝑡−2 … … … 𝑌𝑡−𝑝)     [1] 

where𝑌𝑡 is the observation value at time t, p is the independent variable. Here, the input data is 

the historical information and the output is the prediction of future values. The training from 

historical data is performed by dividing the data into training set used for estimation and test 

set used for generalization. In a feed forward manner, the input values are transmitted through 

the intermediate hidden layers that is accumulated and fed as input to subsequent layers until 

the output is reached. Equation 2 shows the sum of Squared Errors (SSE) based cost function 

output E from N no. of training set observations Y1, Y2, ……YN with n input nodes resulting 

in N-n training patterns.  
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𝐸 =  
1

2
∑ (𝑦𝑖− 𝑎𝑖 )

2𝑁
𝑖=𝑛+1      [2] 

 

where 𝑎𝑖 is the actual output and the results are simplified the training algorithm computation 

[21]. The major advantages of using ANN for forecasting include data storage throughout the 

network, performance ability with lack of sufficient in formation, fault tolerance, distributed 

memory, uses unsupervised learning, efficient training patterns and parallel processing. ANNs 

are powerful models for forecasting to produce robust alternative for traditional forecasting 

methods especially in complex non-linear relationships. RNN is a special type of ANN model 

where the state of previous information is stored in memory, and there are inter dependencies 

between time series data points. For a neural network with input layers x and hidden layers h, 

the weight w is passed on with the inputs from the neurons of the input and hidden layers along 

with the bias b, then the first computed output Y is shown in Equation 3 and Equation 4. 

ℎ𝑡+1 = 𝑓(𝑤𝑥𝑥𝑡 +  𝑤ℎℎ𝑡 +  𝑏ℎ)    [3] 

𝑦𝑡 = 𝑓(𝑤𝑦 . ℎ𝑡 +  𝑏𝑦)      [4] 

with activation function f, 𝑥𝑡is the input at time step t, ℎ𝑡 is the hidden state at time t, 𝑦𝑡 is the 

output of the network at time step t. 𝑤𝑥 is the weight associated with the inputs in recurrent 

layer, 𝑤ℎis the weight associated with the hidden units in recurrent layer, 𝑤𝑦 is the weight 

associated with hidden to output layer and 𝑏ℎis the bias associated with the recurrent layer [22]. 

The training of the weights of the network is carried out by using the Back Propagation 

algorithm of ANN to include the unfolding in time. The benefits of using RNN for forecasting 

include memory to store historical data, handle inputs of varying lengths and handle sequence 

data. The shortcoming of RNN, vanishing gradient problem occurs where the gradient that 

measures the change in all weights with regard to change error becomes too low and the 

learning process stops. Another similar issue in the RNN is exploding gradient where the 

gradient becomes too large. This is overcome by LSTM by enabling the network to remember 

the inputs for long time periods resulting in short trainings and more accuracy. The LSTM uses 

different activation function layers called input, output and forget gates to decide which 

information to be retained. The working of the LSTM model forecasting is explained in 

Equation 5, Equation 6 and Equation 7. 

 

𝑦𝑜𝑢𝑡𝑗(𝑡) = 𝑓𝑜𝑢𝑡𝑗
(𝑛𝑒𝑡𝑜𝑢𝑡𝑗

(𝑡))     [5] 

𝑦𝑖𝑛𝑗(𝑡) = 𝑓𝑖𝑛𝑗
(𝑛𝑒𝑡𝑖𝑛𝑗

(𝑡))      [6] 
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𝑛𝑒𝑡𝑜𝑢𝑡𝑗
(𝑡) =∑ 𝑤𝑜𝑢𝑡𝑗 𝑢𝑢 𝑦𝑢(𝑡 − 1), 𝑛𝑒𝑡𝑖𝑛𝑗

(𝑡) = ∑ 𝑤𝑖𝑛𝑗 𝑢𝑢 𝑦𝑢(𝑡 − 1)  [7] 

where 𝑜𝑢𝑡𝑗  is the output gate, 𝑖𝑛𝑗 is the input gate at jth memory cell, 𝑦𝑜𝑢𝑡𝑗(𝑡) is the activation 

of 𝑜𝑢𝑡𝑗  at time t, 𝑦𝑖𝑛𝑗(𝑡) is the activation of 𝑖𝑛𝑗 at time t, u may denote input, gate memory or 

even hidden cells [23]. The advantages of LSTM method include learning from previous time 

stamp information, greater accuracy, overcomes gradient problems of RNN, and more useful 

for datasets using long sequences. 

 

4. PROPOSED LSTM MODEL BASED PREDICTION 

 

4.1 Methodology  

 
The dataset used has been extracted from Kaggle community service; the particular dataset 

selected for experimentation contains electricity consumption information of a residential 

building in Thailand. The consumption data collected are in 1-minute intervals from all the 

individual units and plug loads present in various floors of the building. The method applied 

for collecting data is through the Building Energy Management System (BEMS) comprising 

of smart maters, energy monitoring units, sensors and the central server [24]. The initial step 

is the visualization of raw data that helps in showing the presence of anomalies and identifying 

the distinct patterns. Then the correlation between the different features are mapped using heat-

map. During the parameter selection, the redundant parameters are eliminated. The step that 

follows is the normalization and pre-processing of data which is essential for defining training 

and validation datasets and for obtaining accuracy. During the pre-processing, the split fraction 

is set to 0.915 to enable majority of data to be used. Since the consumption data is recorded 

every 1 minute, the step size is set to 60 for an hour, with a tracking data for 7200 timestamps 

and the prediction is evaluated for 720 timestamps. Then the training and validation datasets 

are defined. Subsequently the keras model is compiled for training with saving the intermediate 

results in checkpoints. The accuracy of training is measured with the validation and training 

loss graph. Finally, four sets of prediction values are plotted. The sequence of the proposed 

method for energy consumption forecasting using time-series LSTM model is illustrated in the 

form of a flow chart as in Fig. 5. 
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Fig 5 Flow chart of proposed LSTM forecasting method 

The data analytical functions when applied to the electricity consumption data provides 

efficient input for energy supply decisions. In this research work, a time-series forecasting 

model using a variant of RNN is applied with LSTM training methodology. The steps followed 

in the method are, after the initial data normalization and pre-processing, the training and 

validation datasets are defined, followed by model training with the selected parameters.  

 

5. RESULTS AND DISCUSSION 

 
The plot of the Training and Validation loss as obtained from the execution of the code of the 

proposed method is shown in Fig 6. Accordingly, the below graph shows the relativity of fitting 

the model to training data. As seen from the plot, the training loss achieved stability and the 

validation loss decreases initially and after certain epochs reaches stability having lesser gap 

with the training loss. Hence, the model is fitting almost optimally, with the slightest chance 

of overfitting.  
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Fig. 6 Training and Validation Loss  

A good fit model has relatively closer loss curves, with the validation loss higher than the 

training loss and after some epochs, both losses should ideally reach flat values [25]. 

Accordingly, considering the practical aspects of energy consumption and the inconsistency in 

customer behaviors, the available data and the proposed model provides a reasonably good fit 

for the training dataset. Further, the single step predictions are plotted for four days which is 

illustrated in Fig.7, Fig.8, Fig.9, Fig.10. As seen from the prediction plots, the actual future 

values are closely matching with the model predictions.  

Fig. 7 Single step prediction Result Day 1 

 

Fig. 8 Single step prediction Result Day 2 

 

Fig. 9 Single step prediction Result Day 3 

 

Fig. 10 Single step prediction Result Day 4 
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The line plots showing the predictions illustrated the comparison of actual true values with the 

prediction values obtained from past observations. For day one and four, the model predictions 

almost exactly match the actuals, implying an efficient training of parameters. Thus, we are 

able to prove from the proposed methodology of LSTM forecasting for energy consumption 

that the application of keras APIs enable faster and accurate prediction results. Finally, the 

validation loss is evaluated against the training loss, and a set of single step predictions are 

plotted. The execution of the steps are carried out through Tensorflow platform with keras 

functions and the anomaly detection results are shown in Fig 11 

 

Fig 11 Anomaly detection results 

 

The data analytical functions when applied to the electricity consumption data provides 

efficient input for energy supply decisions. In this paper, a time-series forecasting model using 

a variant of RNN is applied with LSTM training methodology. The steps followed in the 

method are, after the initial data normalization and pre-processing, the training and validation 

datasets are defined, followed by model training with the selected parameters. Finally, the 

validation loss is evaluated against the training loss, and a set of single step predictions are 

plotted. The execution of the steps is carried out through Tensorflow platform with keras 

functions. From the results obtained after experimentation with real datasets, it is found that 

the prediction of future values closely matches with true values and the accuracy is significant. 

Hence, we propose that the LSTM model of forecasting can be successfully used for energy 

consumption prediction. In the future, the model can be expanded to multi step predictions for 

large datasets, which can be used for planning renewable energy resources management. From 

the results obtained after experimentation with real datasets, it is found that the prediction of 

future values closely matches with true values and the accuracy is significant. Hence, we 

propose that the LSTM model of forecasting with appropriate pre-processing can be 
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successfully used for energy consumption prediction. In the future, the model can be expanded 

to multi step predictions for large datasets, which can be used for planning renewable energy 

resources management. 

 

6. CONCLUSION 

 

In this paper, a time-series forecasting model using a variant of RNN were applied with LSTM 

training methodology. After the initial data normalization and pre-processing, the training and 

validation datasets are defined, followed by model training with the selected parameters. 

Finally, the validation loss was evaluated against the training loss, and a set of single step 

predictions are plotted. The execution of the steps was carried out through Tensorflow platform 

with keras functions. From the results obtained after experimentation with real datasets, it is 

found that the prediction of future values closely matches with true values and the accuracy is 

significant. Hence, the proposed LSTM model of forecasting can be successfully used for 

energy consumption prediction. 
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