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Abstract—In Japan, power generation from renewable 
energy sources has been promoted since the Great East Japan 
Earthquake in 2011. For this reason, the installing of renewable 
energy is increasing in Japan. However, the amount of power 
generated by renewable energies is influenced depending on 
natural conditions. To ensure a stable supply of electricity, it is 
important to keep a balance between supply and demand. 
Therefore, research and development of a demand response is 
becoming increasingly important. Hospitals and clinics, which 
are among the most energy-consuming types of medical facilities 
using renewable energy systems, need to predict an electricity 
demand to consider carrying out a demand response. This paper 
proposes a method to improve the accuracy of an electricity 
demand prediction for a clinic. A neural network is used as a 
prediction method, and the predictors consist of day of the week 
and temperature data by Japan Meteorological Agency. As a 
result, it is clarified that the proposed method is close to 
√π/2 ≈ 1.253, which is the value to be evaluated when the error 
is normally distributed. 

Keywords—clinic, load prediction, weather information, 
machine learning 

I. INTRODUCTION  
In Japan, power generation from renewable energy 

sources has been promoted since the Great East Japan 
Earthquake in 2011. For this reason, the installing of 
renewable energy is increasing in Japan. Photovoltaic power 
generation especially has increased about sevenfold between 
2012 and 2020 [1]. However, the amount of power generated 
by renewable energies is influenced depending on natural 
conditions. To ensure a stable supply of electricity, it is 
important to keep a balance between supply and demand. 
Therefore, research and development of a demand response is 
becoming increasingly important. Hospitals and clinics, which 
are among the most energy-consuming types of medical 
facilities using renewable energy systems, need to predict an 
electricity demand to consider carrying out a demand response. 

Many methods have been proposed for a predicting 
electricity demand. Reference [2] compares the accuracy of 
prediction methods based on recurrent neural network (RNN), 
RNN-based long short-term memory (LSTM), and gated 

recurrent unit (GRU) using smart meter electricity data. In 
reference [3], the results of forecasting with RNN-based 
LSTM using Turkish electricity data show that for a short-
term electricity demand predicting, the predicting method 
with LSTM shows high accuracy. Reference [4-5] shows that 
combining convolutional neural networks (CNN) and LSTM 
improves accuracy over using LSTM on their own. In 
reference [6], a method called multi-channel long short-term 
memory with time location (TL-MCLSTM) is proposed. This 
method predicts a power demand by inputting power data and 
time locations into the LSTM layer at each step. Reference [7] 
shows that a predicting method using the XGBoost algorithm 
is more effective than LSTM and a regression method for a 
short-term electricity demand predicting. In reference [8], it is 
shown that a hybrid regression and LSTM method is more 
accurate than a two-stage LSTM method. In reference [9], 
multilayer perceptron (MLP), gradient boosting regression 
trees (GBRT) and stacked bidirectional long short-term 
memory (SB-LSTM) methods are used to forecast an 
electricity demand from electricity and weather data, and each 
is compared. In reference [10], an approach to short-term load 
forecasting (STLF) is proposed using an ensemble prediction 
network (EPN). It predicts the final electricity demand by 
using an ensemble consisting of optimized estimates at each 
node. Comparison with the evaluation indicator root mean 
square error (RMSE) shows that the EPN method is superior 
to LSTM, support vector regression (SVR), and MLP. In 
reference [11], an RNN-based LSTM is used to predict solar 
power generation. They show that increasing the input 
variables of the neural network does not increase the 
evaluation indicator RMSE. Although reference [12] reports 
that an electricity demand in Japan is highly correlated with 
temperature, these previous studies have not used temperature 
to predict an electricity demand. Therefore, reference [13] 
proposes a forecasting method using weather forecast 
temperatures. However, renewable energy is increasing the 
current situation in Japan, it needs to improve prediction of a 
demand. 

This paper proposes an improved method for a predicting 
electricity demand using machine learning. The structure of 
the predictors is determined from the correlation between the 
predictors and an electricity demand. When determining the 
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structure of the predictors, it is necessary to pay attention to 
the correlation coefficient between predictors. 

II. ANALYSIS OF A CLINIC DEMAND 
Fig. 1 shows an electricity demand of a clinic. The 

horizontal axis is the months from April to March of the 
following year. The vertical axis is the total electricity demand 
[p.u] for each day. Electricity demand data for Sunday and 
clinic closing days are excluded. An electricity demand data 
was obtained from the clinic for April 2017 through March 
2022. The circle markers show a demand for FY 2017. The 
cross markers denote a demand for FY 2018. The triangle 
markers indicate a demand for FY 2019. The square markers 
are a demand for FY 2020. The diamond markers show a 
demand for FY 2021. Fig. 1 shows an electricity demand in 
February is the highest of the year. 

Fig. 2 shows the comparison with August in FY 2020 and 
February in FY 2020 for each day of the week. The horizontal 
axis of all graphs is time, from 0 to 24 [h]. The vertical axis is 
an electricity demand [p.u] for each hour. The solid red line 
indicates a demand for February FY 2020. The solid blue line 
is a demand for August FY 2020. Demand curves are similar 
on Sunday since the clinic are closed. The clinic open hours 
divide it into two groups. Group 1 is Monday-Wednesday-
Friday. Group 1 has a similar demand curve. Group 2 is 
Tuesday-Thursday-Saturday. Group 2 also has a similar 
demand curve. Both groups have flat demand before clinic 
open hours. A demand tends to increase during clinic open 
hours and decrease after clinic open hours. Moreover, since a 
daily electricity demand changes more rapidly in February 
than in August, it is important to accurately predict an 
electricity demand in February.  

Fig. 3 plots temperature and an electricity demand in 
February for five years. Table 1 shows the correlation 
coefficients for each time period. Temperature data uses the 
data published by the Japan Meteorological Agency (JMA) for 
the area around the clinic. The correlation coefficient R is 
calculated using Eq. (1), where sxy is the covariance between 
temperature and an electricity demand, σx is the standard 
deviation of temperature, σy is the standard deviation of an 
electricity demand.  sxy, σx and σy are calculated through Eqs. 
(2) and (4), where 𝑥#  is temperature, �̅�  is the mean of 
temperature, 𝑦# is an electricity demand, and 𝑦& is the mean of 
an electricity demand. The correlation coefficient is generally 
considered to be 0 for no correlation, 0 < 𝑅 ≤ 0.3 for weak 
correlation, 0.3 < 𝑅 ≤ 0.6  for moderate correlation, and 
0.6 < 𝑅 for strong correlation [14]. Fig. 4 plots temperature 
and an electricity demand for Monday in February for five 
years. Table 2 shows the correlation coefficients for each time 
period. Tables 1 shows a weak or no correlation between 
temperature and an electricity demand for each hour. On the 
other hand, Table 2 shows a high correlation between 
temperature and an electricity demand for clinic open hours. 

 

𝑅 =
𝑠xy

𝜎x × 𝜎y
 (1) 
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𝑛 − 15
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$

#%&

 (2) 

 

 
Fig. 1. A clinic power demand for each year. 

 

 
Fig. 2. Comparison with August in FY 2020 and February in 
FY 2020 for each day of the week. 
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TABLE I.  CORRELATION COEFFICIENTS ON ALL DAYS OF THE WEEK 

 

TABLE II.  CORRELATION COEFFICIENTS ON MONDAY  

 
Fig. 3. Relationship between temperature and electricity demand on all days of the week. 

 
Fig. 4. Relationship between temperature and electricity demand on Monday. 

12 midnight 1 a.m. 2 a.m. 3 a.m. 4 a.m. 5 a.m.

0.0123 -0.0127 -0.0675 -0.1327 -0.159 -0.1689

6 a.m. 7 a.m. 8 a.m. 9 a.m. 10 a.m. 11 a.m.

-0.1953 -0.2511 -0.357 -0.3252 -0.2922 -0.2862

12 noon 1 p.m. 2 p.m. 3 p.m. 4 p.m. 5 p.m.

-0.2525 -0.2551 -0.2959 -0.2602 -0.3115 -0.3049

6 p.m. 7 p.m. 8 p.m. 9 p.m. 10 p.m. 11 p.m.

-0.2688 -0.168 -0.1334 -0.1347 -0.0835 -0.1053

12 midnight 1 a.m. 2 a.m. 3 a.m. 4 a.m. 5 a.m.

-0.3922 0.3862 0.1443 -0.2326 -0.1715 -0.0522

6 a.m. 7 a.m. 8 a.m. 9 a.m. 10 a.m. 11 a.m.

-0.7835 -0.7476 -0.8958 -0.8957 -0.8871 -0.8604

12 noon 1 p.m. 2 p.m. 3 p.m. 4 p.m. 5 p.m.

-0.818 -0.7468 -0.7733 -0.7304 -0.7117 -0.6583

6 p.m. 7 p.m. 8 p.m. 9 p.m. 10 p.m. 11 p.m.

-0.8091 -0.7854 -0.3839 -0.1745 -0.5401 -0.4748
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III. PREDICTING MODELDS USING MACHINE LEARNING 

A. Standardization of an electricity demand 
Temperature data published by the JMA is hourly data. On 

the other hand, an electricity demand data for the clinic is 
every 30 minutes. So, an hourly electricity demand data is 
used. In addition, since the temperature data is structured from 
April to March of the following year, the electricity demand 
data is also structured accordingly. 

The actual temperature data published by the JMA is used 
as a predictor, and the actual electricity demand of the clinic 
is used as the training target of a neural network. The predictor 
and the actual electricity demand data are standardized 𝑥#( 
using Eq. (5). Where 𝑥# 	 is the value in each unit system, and 
�̅�	 and σ	are the mean and standard deviation. 

𝑥#( =
𝑥# − �̅�
𝜎  (5) 

B. Improvement of structure of predictors 
Fig. 5 shows a structure of the prediction model. The 

prediction model has an input layer, 3 hidden layers and an 
output layer. Each hidden layer has 30 nodes. The output layer 
is an hourly electricity demand.  

Table 3 shows the structure of predictors verified in this 
study. In Case 1, the predictor consists of hourly temperature 
data and the day of the week. The day of the week is 
represented by an integer value 1~7. Sunday is 1 and Saturday 
is 7. In Case 2, the month is added to Case 1. In Case 3, the 
season is added to Case 1. The season are represented by an 
integer value 1~4, from December to March as 1, and an 
integer value given every 3 months thereafter. In Case 4, 
hourly temperature data and season are added with groupings 
of days of the week.  The group of days of the week is one 
group of days of the week with the same clinic open hours. 
Concretely, Monday, Wednesday, and Friday are set as group 
1 and given an integer value 1. Tuesday, Thursday, and 
Saturday are grouped as group 2 and given an integer value 2. 
Sunday is given an integer value 3. In Case 5, hourly 
temperature data and grouped days of the week are added to 
the grouped season. For season, October through March are 
given an integer value 1 as group 1. April through September 
are given an integer value 2 as group 2. Temperature data are 
time series data. When using time-series data consisting of 
hours, learning is required for each hour. However, if we use 
data consisting of days, we only need to learn for each day. 
Therefore, the temperature data is composed of a set of 24-
hour data for each day. 

Table 4 shows the correlation coefficients between the 
predictors. Day of the week and temperature data are no 
correlated in all cases. Month and temperature data are weakly 
correlated in case 2. Cases 3 through 5 show that there is a 
moderate or high correlation between temperature data and 
season. High correlations between predictors means that the 
number of predictors can be reduced. Therefore, in Cases 3 
through 5, the learning accuracy is not expected to increase.  

Table 5 shows the regression result for an electricity 
demand of each case. The data set for the learning, 70% for 
training, 15% for validation, and 15% for testing. The 
coefficient of determination 𝑅' in Eq. (6) is used to evaluate 
the regression results, where L is the actual value of an 
electricity demand, 𝐿& is the mean of actual electricity demand,  

TABLE III.  THE STRUCTURE OF PREDICTORS 

 
 

TABLE IV.  CORRELATION COEFFICIENT OF PREDICTORS 

 
and 𝐿; is the value of electricity demand predicted by NN. The 
learning accuracy is approximately 96.7% in all cases. The 
learning accuracy is not much different in all cases.  

Therefore, in this study, since the learning accuracy is not 
much different in each case, the predictor in Case 1, which has 
the least number of predictors, is employed to build the 
electricity demand predicting model. 

 

𝑅' = 1 −

5<𝐿 − 𝐿;='
$

#%&

5(𝐿 − 𝐿&)'
$

#%&

 (6) 

 

 

 

Case 1

Case 3

Case 2

Temperature data in hourly Day of the week

Temperature data in hourly Day of the week Month

SeasonDay of the weekTemperature data in hourly

Case 4

Temperature data in hourly Group of day of the week Season

Case 5

Temperature data in hourly Group of day of the week Group of season

-0.0025

0.7295

Case 4

Day of the week and temperature

Season and temperature

Day of the week and temperature

Season and temperature

Case 5

Correlation coefficient

-0.0025

0.6518

-0.001

0.0011
-0.0114

0.6518

0.0014

Case 1

Case 2

Day and month

Day of the week and temperature

Month and temperature

-0.0114

-0.0013

-0.0114

0.3336

Days of the week and seasons

Day of the week and temperature

Days of the week and seasons

Case 3

Days of the week and seasons
Day of the week and temperature

Season and temperature
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Fig. 5. The prediction model structure. 

 

TABLE V.  THE REGRESSION RESULTS FOR EACH CASE 

 
 

C. The Prediction model structure 
The structure of the prediction model is shown in Fig. 5. 

The inputs of the prediction model consist of temperature data 
and the day of the week. Each day of the week is represented 
by converting Sunday through Saturday into integers 1~7. The 
hidden layer consists of three layers with one layer consisting 
of 30 nodes. The outputs of the prediction model are an hourly 
electricity demand. The data set for the learning, 70% for 
training, 15% for validation, and 15% for testing. 

IV. EVALUATION OF THE PREDICTION MODEL 
Fig. 6 shows the regression results for an electricity 

demand. The regression results show a coefficient of 
determination R^2 of 0.97119 for training, 0.95905 for 
validation, 0.95217 for testing, and 0.96653 for all datasets. 

Fig. 7 shows a comparison of predicted and actual power 
demand using the prediction model. Data for February FY 
2020 were used. The horizontal axis of all graphs is time, 
from 0 to 24 [h]. The vertical axis is an electricity demand 
[p.u]. The solid blue line is the actual demand data for a clinic 
and the solid red line is the prediction demand data. 

Table 6 shows the prediction errors for February and 
August of FY2020. The mean absolute error (MAE), RMSE 
and the ratio of RMSE/MAE are used as indicators to 
evaluate the predicting model [15]. MAE and RMSE are 
calculated using Eq. (7) and (8). The RMSE/MAE ratio of  

 
Fig. 6. The regression results for an electricity demand. 

 

TABLE VI.  THE PREDICTION ERROR 

 
 

a good machine learning model generally is known to 
approach >𝜋/2 	≈ 1.253 . The average RMSE/MAE ratio 
was 1.267 in February FY 2020 and 1.229 in August FY 2020. 
The obtained RMSE/MAE value is close to 1.253. 

𝑅𝑀𝑆𝐸 = 8
1
𝑛5<𝐿; − 𝐿='

$

#%&

 (7) 

𝑀𝐴𝐸 =
1
𝑛5H𝐿; − 𝐿H

$

#%&

 (8) 

 

 

 

 

 

Training Validation Test All datasets

Case 1 0.97119 0.95905 0.95217 0.96653
Case 2 0.97332 0.96026 0.94975 0.96794
Case 3 0.97344 0.96023 0.95943 0.96938
Case 4 0.96791 0.96764 0.96500 0.96740
Case 5 0.96904 0.96705 0.96127 0.96757

Sunday 1.688 2.115
Monday 3.240 3.953
Tuesday 3.206 3.942

Wednesday 2.734 3.351
Thursday 2.741 3.685

Friday 2.693 3.282
Saturday 3.703 4.832
Sunday 2.142 2.657
Monday 4.267 5.185
Tuesday 3.59 4.247

Wednesday 4.915 6.045
Thursday 2.223 2.734

Friday 4.963 6.211
Saturday 2.788 3.329

1.229
1.186
1.224
1.235
1.253

Day of the week RMSE
[kWh]

MAE
[kWh]

RMSE/MAE
[ - ]

FY 2020

2

1.266
1.227
1.226
1.224

1.191

1.379
1.218
1.331

8

1.286

Year Month
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Fig. 7. Comparison of a predicted and actual electricity demand in February FY2020. 

 

V. CONCLUSIONS 
This paper proposed a method to improve the predicting 

electricity demand for a clinic using weather information. The 
inputs constructure by two pieces of information, day of the 
week and temperature data by JMA. Temperature data is 
learned day by day, with each 24-hour period as one data set. 
The results obtained are as follows: 

(1) Prediction accuracy is improved by determining the 
predictor from its correlation with the output. If the 
predictors are highly correlated between each other, the 
predictor structure need to changed.  

(2) Prediction accuracy is close to >𝜋/2 ≈ 1.253  using a 
proposed method.  

The proposed electricity demand prediction model will be 
practically implemented in the power system of the clinic. 
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