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Abstract—A smart grid connects components of power systems
and communication networks through complex and interdepen-
dent relationships. The heterogeneous nature of these systems and
interdependencies between their elements make them vulnerable
to cyber attacks. Hence, reliable approaches should be used to
secure the smart grid. In this paper, we propose a novel cyber-
attack failure propagation model in a smart grid environment.
Our Realistic Failure Propagation (RFP) model addresses the sys-
tem’s heterogeneity by assigning different roles to its components.
We define rules and interdependencies for failure propagation
and propose a new process to study the behavior of cascading
failures. The RFP model implements power flow analysis to
ensure that all transmission lines work under their capacity and
remove lines that exceed the capacity.

Index Terms—Smart grid, failure propagation, cyber attacks,
cascading failures, graph theory, interconnection networks, real-
istic model, power flow analysis.

I. INTRODUCTION

A smart grid network is a complex cyber-physical system
(CPS) that introduces new capabilities based on its exclusive
features [1]. The smart grid incorporates complex dependen-
cies between its elements, which means communication com-
ponents depend on power assets for power supply, and power
assets and control systems need communication infrastructure
to connect and perform their functions [2]. These dependencies
and the heterogeneous communication architectures introduce
new challenges related to cyber-security and reliability. One of
the main challenges is the cascading failures caused by a cyber
attack or failing a component in the power grid. Failure of an
element can propagate in the system due to the interdependen-
cies between power assets and communication components.
Based on this, a cyber attack on the communication network
can lead to the failure of power elements.

Massive blackouts have been caused by cyber attacks and
cascading effects in recent years, e.g., in 2015, Ukrainian
power companies experienced a cyber attack that affected
many customers and resulted in a blackout in some regions
of Ukraine [3]. This blackout happened because of cascading
effects of the initial attack on the whole system. Many studies
have been carried out to mitigate cascading failure impacts
caused by cyber attacks [4]–[6]. These efforts show the
importance and consequences of cascading failure attacks in
the smart grid.

Many models have been proposed to investigate cascading
failures in CPS and the smart grid [5], [7]–[10]. Some studies
did not consider the failure of communication components

caused by cyber attacks or cascading failures [11]. Others
did not consider interdependencies between the power and
communication networks or only model the power grid [7].
On the other hand, a few papers attempted to model both
networks and interdependencies between different components
regardless of the role of power components and their power
limitations [5], [7], [10]. The problem with these models is
that they underestimate the failure of power components. For
example, they cannot model the failure of transmission lines
caused by the redistribution of power.

The main goal of this paper is to model the smart grid
network and study the impact of the failure of different compo-
nents on the power and communication networks. This paper
proposes a novel model to investigate the effect of cascading
failures caused by a cyber attack in a smart grid environment.
Our proposed Realistic Failure Propagation (RFP) model is
based on failure propagation conditions, network topologies,
and interdependencies between components.

The main contributions of this paper can be summarized as
follows:

• We propose a novel model based on the IEEE standard
bus systems to characterize the failure propagation in
smart grids with more realistic settings.

• We define novel interdependencies to percolate the failure
regarding the different roles for power and communica-
tion components and new rules for failure propagation.

• We perform power flow analysis to identify transmission
lines that exceed their capacity limit to consider electric
characteristics of the system.

The rest of the paper is organized as follows: Section II
discusses the related work. Section III presents the RFP model.
Section IV outlines the failure propagation process. Section
V presents the experimental results, and finally, section VI
presents the conclusions.

II. RELATED WORK

Extensive academic and industrial investigations have been
carried out on cyber attacks and their effects on smart grid
networks. This research has resulted in different methods to
detect attacks and study the failure propagation caused by
these attacks [8]–[11]. Cai et al. [8] proposed a model to
analyze the failure propagation in interdependent power and
dispatching data networks in China. In [9], a control algorithm
was proposed to reduce the impact of propagating failures
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based on a communication network and the power grid models.
However, the paper did not study the attack model and the
impact of failure on the communication components.

Che et al. [7] showed that a well-designed false data
injection (FDI) attack could overload critical branches and,
as a result, increase the initiating contingencies probabilities
and cause a cascading failure. However, the authors only
focused on critical grid branches and missed the impact of
the communication network on cascading failures.

Various studies have focused on interdependent networks to
study failure propagation in the smart grid [12]–[14]. However,
all of the above studies focused on modeling interdependencies
and the impact of failure on the system and omitted the
system’s heterogeneity, the role of components, and the power
system’s electrical characteristics. Therefore, they underesti-
mated the impact of cascading failures and did not model all
parameters in failure propagation.

One of the first models that studied failure in interconnected
networks is the one-one model [15]. The model assumed that
all components in the two networks are homogeneous, and the
failure of each node in a network may cause some nodes in
the other network to fail. The paper utilized two graphs with
the same number of nodes to model the system. It defined a
one-one dependency between each node in the physical graph
and one node in the cyber graph and vice versa. In another
study, Huang et al. [10] proposed a model named small cluster
to investigate cascading failures in interdependent systems. As
we compare the RFP with the small cluster, we will elaborate
on this model in the next section.

Based on the assumptions and interdependencies in [10] and
[15], both methods adopted simplified models and the same
roles for the power elements. As a result, these models could
not identify different components of the physical aspect of the
system. In addition, both methods did not know the power
flow in the power network and could not identify lines that
exceeded their capacity.

Unlike the above work, our RFP model assumes different
roles for power components, and based on that; it considers
more complicated interdependencies and rules for failure prop-
agation. We also use power flow analysis to identify the failure
of transmission lines in the power network because of the
thermal limits.

III. REALISTIC FAILURE PROPAGATION (RFP) MODEL
FOR CASCADING FAILURES

In this section, we first briefly describe the small cluster
model. Then, we describe our proposed RFP model.

A. Overview of Small Cluster Model

In general, to model the power and communication net-
works, we can use two separate graphs; Gpow = (V pow, Epow)
for the power network and Gcom = (V com, Ecom) for the
communication network. Another term is Edep which repre-
sents interdependencies between elements of the two presented
graphs. The small-cluster model [10] assumes different roles in
the communication network and more complex dependencies

compared to the one-one model. It defines two roles for nodes
in the communication network, including the control center
to monitor power nodes and relay nodes for communication.
Furthermore, all power components have the same role in the
power network.

The model also defines interdependencies between power
and communication components. The model uses the k − n
dependency proposed in [16]. In the k − n dependency, each
node in the power network is controlled by k control center
nodes, and each control node supports n power nodes. In
addition, each cyber component depends on a power node for
power supply. In addition to nodes belonging to the giant graph
component, all nodes belonging to clusters larger than ∆ are
considered functional. A cluster is a group of alive nodes in
the same network (power or communication networks) after
the failure of initial nodes. These nodes also should connect
to at least one node in the other network.

B. RFP System Model

We use two separate graphs to model the power and the
communication networks. We represent the power network
with the graph Gpow = (V pow, Epow) and the communication
network with Gcom = (V com, Ecom).

1) Nodes’ Roles and Dependencies: The Gcom consists
of communication and control components. We define two
roles for nodes in Gcom, namely, relay nodes that connect
the communication system and control center nodes that
monitor and control power nodes [10]. All dependencies in
the communication network are represented by edges in the
Ecom. Ecom is a set of edges representing a physical connection
between communication and control nodes. The power graph,
Gpow, includes the power components and is used to model
the power network.

We use the IEEE 118- and 300-bus systems [17] to define
the roles of power components and construct the power
network. We specify four roles for power nodes, namely,
bus, load, generator, and transformer. We assign these roles
according to the IEEE standards [18]. These roles identify
dependencies and rules to model the power system more ac-
curately. These considerations make our model more realistic
because these roles are defined based on power systems.

The dependencies between nodes in the power graph are
identified by Epow, which is a set of undirected edges that
represent transmission lines between power components. For
instance, if there is a line between u and v in the power
network and u, v ∈ Gpow, there is an edge like e(u,v) ∈ Epow
that connects these two nodes in the power graph.

2) Interdependencies: An interdependency represents the
relationship between components in the power and communi-
cation networks. The set of interdependencies is represented
by dinter-system. It includes all directed edges in the system
graph that make the physical or logical connections between
one node from Gpow to another in Gcom or vice versa.
Interdependencies in real-world systems are unidirectional
according to [19]. Thus, all interdependencies in our model are
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unidirectional based on real-world networks. This assumption
makes our model more realistic. These interdependencies are:

Control: We assume that all power nodes depend on control
center nodes for controlling and monitoring. This assumption
is a logical interdependency and means that control centers are
responsible for controlling the power components. The power
node cannot be considered functional without this dependency
(i.e., when the control center fails).

Communication: We assume that all power nodes depend
on relay nodes to connect to the communication network
and communicate with control centers. Relay nodes transmit
control messages to the power nodes. This connection is
a physical dependency, and there should be a connection
between the power node and a relay node to assume that the
power node is functional. The power node’s measured data
should be sent to the control center for further decisions.

Power supply: We assume that a power node connects
to the communication network via a relay node. Also, this
relay node depends on the power node for the power supply.
This assumption is based on two IEEE standards including,
C37.115 [20], and IEEE 1615 [21] to show that each power
component should be connected to the utility WAN and control
center through a connecting point (a relay node).

Apart from the above interdependencies, we consider two
rules related to the system’s functionality. The first rule, there
should be at least one operational generator in each cluster.
The second rule, there should be at least one bus and one
control center in the system, and without them, the system
will collapse.

C. RFP System Implementation

We now describe the generation of test environment and
power and communication networks coupling. We use Python
and NetworkX [22] library to develop our simulator and
achieve experimental results. We also use Pandapower [23]
(an open-source library on Python) to implement a power
system and analyze power flow in our framework. To generate
the system, we implement different IEEE bus models using
Pandapower. Then, we convert the models into graphs and use
NetworkX to study the cascade of failures. One relay node is
responsible for supporting each power node for communica-
tion, i.e., each power element is connected to the WAN by a
relay node. This assumption is based on IEEE standards [20]
that are references to the design of the power systems. As a
result, this helps the model to be more practical.

We use the k − n model [10] to connect control centers
to power nodes. Algorithm 1 describes how control centers
connect to power nodes. With predefined k and n values,
the algorithm chooses n nearest power nodes to each control
center with a greedy paradigm. It makes a logical connection
or interdependency between them (Control interdependency).

First, Algorithm 1 chooses one control center, like Cx, to
make logical connections. It connects between Cx and the
nearest power node whose control connections are less than
k, i.e. node P y. Then, it searches in the neighbors of P y. If
there is a node like P z that its control connections are less

than k, the algorithm makes a connection between Cx and
P z. Otherwise, if it cannot find any node, it repeats the search
process for neighbors of P z. The algorithm is repeated for all
control centers until all control centers have exactly n logical
connections to the power nodes.

Algorithm 1 Connecting the control center and power nodes

1: Input: Gpow, The set of control nodes.
2: for (All control nodes Cx) do
3: if (|ControlConnections(Cx)| < n) then
4: choose the nearest power node (Py) to Cx that its
5: control connections is less than k
6: Connect(Cx to Py)
7: Seta ← neighbors(Py)
8: Flag ← 0
9: for (each Pz in Seta) do

10: if (|ControlConnections(Pz)| < k) then
11: Connect(Cx to Pz)
12: Flag ← 1
13: break()
14: end if
15: end for
16: if (Flag == 0) then
17: Repeat from line 7 for Pz
18: end if
19: end if
20: end for

IV. FAILURE PROPAGATION PROCESS

This section investigates the attack model and failure prop-
agation process caused by an initial failures or cyber attacks.

A. Attack Model

A cyber attacker can compromise a smart grid by attacking
its power or communication networks. Malicious agents can
use the communication system to access its power compo-
nents and measurement units and change the data or gain
information about the system. Denial of Service (DoS) and
False Data Injection (FDI) are common cyber attacks on the
smart grid networks that cause the most devastating impact on
the system’s functionality [24].

1) FDI attacks: In FDI attacks, the attacker compromises
sensor or meter data by injecting malicious data into the
system to mislead the grid operation. The attacker can ma-
nipulate data through physical attacks or by using a system’s
communication network to access its measured data. These
attacks can cause a cascading failure in the smart grid network
[25]. One of the impacts of this kind of attack could be load
redistribution in the power network [26].

To plan an FDI attack, we assume that the attacker knows
the system and its architecture. Another assumption is that the
attacker has enough resources to alter the measured data of
the power components and the overload power components.
In this paper, we consider the overload attack on power
components. In this attack, the loaded power of electrical
components is falsified by a malicious agent to a value higher
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than its capacity. Therefore, this component is overloaded and
should be tripped [25]. When a power element is overloaded,
the attacker can trip the breakers of the component [25].
Therefore, the component will fail and should be removed
from the system. We assume that the failed component is
nonfunctional and is removed from the simulation until the
end of failure propagation.

2) DoS attacks: These attacks can make communication
nodes dysfunctional and can be detected in the control center
[27]. An attacker attempts to degrade the functionality of
the network by sending useless packets through the commu-
nication network. As the power grid uses public networks
like IP, an attacker can manipulate a network component to
compromise the system.

Sensors send the measurement data to the state estimators
via the communication network. When the communication
network is affected by a DoS attack, the measured data cannot
be sent or received. As a result, the communication between
sensors and state estimators is blocked [28], i.e., remote
transmission measurement data is blocked and lost. We assume
that the DoS attack affects the measurement channel and will
be continuous. We also assume that when the measurement is
lost, it cannot be generated using a recently received measured
signal. Therefore, the control center considers that the power
component has failed because of the lack of its control
signal. Finally, we assume that when a power component is
considered disconnected by the control center, it is failed and
will be eliminated from the simulation.

B. The Failure Propagation Process in the RFP Model

After generating the system and initializing the network
parameters, the next step is propagating failures caused by an
initial attack or failure. Figure 1 shows the failure propagation
process used in the RFP model. The first step is choosing ini-
tially attacked nodes in the communication or power networks.
The selection of initial nodes depends on the attack strategy
and will be explained in the next section. The initially failed
nodes are disabled and cannot participate in the simulation.
After removing the initially attacked/failed nodes, an iterative
process is executed until the propagation stops. In this process,
we identify nodes and edges that should be removed from the
power and communication networks based on the rules and
interdependencies that we previously defined.

Edges that are directly connected to attacked nodes are
removed from the system, including intra- and inter-network
edges. As edges represent dependencies between different
components in the system, failing a component causes the
removal of the edge from the system. Some nodes will not
have a previously defined interconnection by removing these
edges. If a power node is not connected to at least one
control center (logical connection) and a relay node (physical
connection), then it is considered non-functional. It means that
for every power node like u there should be two edges like
duv and duw in the dinter-system that v is a control center and w
is a relay node. On the other hand, a communication node will

Fig. 1: Failure propagation process in the RFP model.

not be functional if there is not a power node that supports it
for power supply.

In the next step, the algorithm identifies nodes that belong
to a cluster with a size less than ∆. The parameter ∆ is
a predefined variable and indicates the size of functional
clusters. After removing nodes and edges from the system, a
giant cluster (defined as the largest connected group of nodes
in each network) and small clusters (whose size is smaller than
the giant cluster) are formed. We assume that a cluster with a
size of more than ∆ and containing at least one generator
is functional in the RFP model. This consideration makes
the RFP model more realistic because the power cannot be
generated without a generator in a cluster.

Subsequently, the RFP model performs power flow analysis
to identify transmission lines that exceed their capacity. By
removing failed components in the power network, the power
flow is redistributed. The redistribution causes certain lines to
exceed their power capacity. With the power flow analysis,
we identify these transmission lines and remove them from
the system because they are overheated. If nodes or lines
are removed from the system, the process is repeated until
there are no more failures (see Figure 1). When the failure
propagation stops, the identity of failed nodes and edges are
stored in a log file. This file is helpful for further analysis and
steps of failure propagation.

The failure propagation process is based on interdepen-
dencies and rules we defined in the previous section, and it
provides a realistic model of cascading failures in the smart
grid. As a result, the RFP model produces more realistic
results based on the defined relations in the failure propagation
process.

V. EXPERIMENTAL RESULTS AND ANALYSIS

We evaluate the RFP model under different attack scenarios
and compare the results with the small cluster model [10]. We
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build the power and communication networks in the small
cluster model using the Barabasi-Albert model [29]. For the
power network, we use the 118-bus and 300-bus systems. After
adding all of the buses, loads, generators, and transformers to
the power graph, the number of nodes in the power network
is 283 and 689 nodes for the 118-bus and 300-bus systems,
respectively.

To generate the communication network, we use the
Barabasi-Albert model [29] to connect communication nodes.
The number of nodes in the communication network for the
118-bus and 300-bus systems is 469 and 1,148, respectively.
We couple the two networks and generate the smart grid
system using our approach in section III. In all simulations,
the value of parameters is n = 3, k = 2, and ∆ = 4.
The value of n and k is chosen based on the small-cluster
model [10] to achieve the same results. ∆ is large enough
to ensure a generator exists in each cluster and at least one
bus in the system. We simulate the system 100 times for
each initial number of attacks and average the final functional
nodes to achieve more accurate results. We test the RFP model
under random and targeted attacks (explained later). First, we
inject simultaneous attacks into the system based on the attack
scenario. Then, we run the failure propagation process and
show components of the power and communication networks
that have failed. We consider the impact of the power capacity
of transmission lines in cascading failures.

A. Random Attacks

In the first attack, we select nodes randomly and calculate
the percentage of functional nodes after the initial failure
propagation. We simulate the small cluster model [10] with
the same number of power and communication nodes. The
simulation results can be seen in Figure 2. The number of
power nodes in the Small Cluster model is 283 and 689 nodes,
respectively, similar to the IEEE 118-bus and 300-bus systems.
Therefore, the number of all nodes in the system is 752 and
1,837. We can see that the system fails faster in the small
cluster model than the RFP model. This happens because
the small cluster model assumes general interdependencies
regardless of the role of each node and makes unnecessary
assumptions that cause dramatic consequences in some cases.

B. Targeted Attacks

We evaluate the RFP model under targeted attacks that can
take place in real-world systems. We use the IEEE 300-bus
system as it contains more components and can show a better
behavior of the system. The simulation results can be seen in
Figure 3. We compare the random attack with inter- and intra-
degree attacks on the RFP model in this figure. In inter-degree
attacks, nodes with more interconnections to other nodes in
the second network are more likely to be chosen in the initial
attack. In intra-degree attacks, nodes with higher intra-degrees
are more likely to be attacked. The intra-degree of a node is
the number of connections to other nodes within its network.

From Figure 3, we can see that when the number of initial
attacks is high, an intra-degree attack is more devastating

Fig. 2: Percentage of functional nodes based on the initial
attacked nodes in the RFP and Small Cluster models.

Fig. 3: Random, inter-degree and intra-degree attacks on the
RFP model.

compared to other attacks. The reason is that the intra-degree
of nodes varies significantly compared to the inter-degree of
nodes. We also compare the RFP with the small cluster model
under inter- and intra-degree attacks. Figure 4 shows that the
small cluster model is also more vulnerable to intra-degree
attacks compared to inter-degree attacks. This result is similar
to what the authors achieved in [10], i.e., the intra-degree
attacks make the system more vulnerable in the small cluster
model. The second observation is that the RFP model degrades
less than the small cluster model in targeted attacks.

VI. CONCLUSIONS

In this paper, we proposed a Realistic Failure Propagation
(RFP) model for smart grid networks. Our model considers
novel interdependencies and the role of nodes to analyze
cascading failures. We also defined new rules based on IEEE
standards for the smart grid to investigate the failure prop-
agation and cascading failures. The RFP model considers
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Fig. 4: Inter-degree and intra-degree attacks on the RFP and
the small cluster models.

electrical parameters of the system and analyzes power flow
to identify overheated transmission lines. This assumption
provides a better perspective of the failure propagation and
makes the RFP more realistic. We compared the RFP model
with the small-cluster model and evaluated it under different
attacks scenarios. As future work, we plan to study the
exact location of initial failures and the impact of generator
failures on the system. To demonstrate the accuracy of the
experimental results, we plan to verify the results using the
percolation theory and compare them with actual data.
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